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Abstract

The potential of active RFID systems is still under-utilised. Therefore this

project sets out to design and simulate positioning functionality which fits into an

existing RFID system. The system is dimensioned for indoor use in a warehouse-like

non line of sight environment. Due to the lack of computation power within the

RFID tags a centralized system which computes geometrical rawdata is proposed.

An algorithm is implemented in Matlab for obtaining position information out of

AoA-data. Relevant parameters for the communication protocol are optimised with

the help of simulations. Furthermore, the position algorithm is evaluated for its

abilities within different setups. Stringent hardware restrictions limit the system to

quasi-static operation. The system ensures scalability regarding beacon placement.

The tests reveal an accuracy of 20.6 cm in average assuming optimal conditions.
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1 Introduction

1 Introduction

With the fast changing needs of the retail industry, also the need for keeping track of what

is produced, stored, handled, etc. is increasing. This need for information leads to several

innovations in the automatic identification industry (AIM), which address many of these

needs. The AIM is offering a couple of solutions to cope with the tremendous information

needs. One of the best known applied solutions is the barcode technology. A development

of this approach is based on radio frequency identification, generally known as RFID,

which offers some enhancement to former automatic methods. This kind of identification

is contact-less and does not require line of sight (like barcodes). For instance, successful

operation is possible through sunlight, wetness, coldness, frost, dirt, grease and corrosive

chemicals. Additionally, this technology allows to manipulate the stored data in the tags,

which are fixed on the goods, which is not possible e.g. for barcode technology.

During the year 2003, big corporations in the U.S. (like Wal-Mart or the U.S. Department

of Defense) started to incorporate RFID technology into their supply chains or announced

the use of RFID for the next years. Also in Europe the Metro Group started a field

trial called Future Store [1] for the use of RFID tags to optimise their supply chain

management. The efforts of these companies are based on forecasts to be able to reduce

considerably costs in their supply chain. ”Reduced labor expenditures are an annually

recurring benefit, estimated at 7,5% of warehouse labor” [2], which would result in savings

of up to 6 billion Euro p.a. only for the German retail industry according to an actual

study of A.T. Kearny [2].

Although at the moment the business attention lies on simple and cheap RFID tags, also

more complex active RFID chips will profit from the deployment. Up to now, active

RFID applications include automated tasks like temperature logging, inventory control

or access control. Even though RFID technology nowadays is widely used in warehouse

and retail environments, the need for positioning of items has not been addressed in the

past. Nevertheless, this information can be crucial for a number of applications. With

GPS a world-wide established solution for positioning already exists. However, GPS is

not applicable in indoor environments like warehouse and retail facilities.

This project therefore sets out to design and simulate a communication protocol which

fits into an existing RFID system. Based on this protocol an algorithm for calculating

position coordinates within a certain area should be developed. A detailed simulation

should verify the concept and should provide an insight into various system parameters.

Based upon the simulation a reviewed system concept should be gathered and should give

the basic ideas for the future implementation of a prototype of the positioning system.
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The theoretical fundamentals for this thesis are presented in the background chapter,

which deals with the RFID technology and positioning. Similar concepts and already

deployed systems are described in the related work section. The proposed model of the

positioning system and positioning algorithm is then explained in chapter 4 and builds

together with the simulation setup and the simulation results in chapter 5 the main part

of this thesis. Finally the lessons learned by the simulation are illustrated and discussed.
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2 Background

2 Background

This chapter provides readers with the most important theoretical fundamentals about

RFID technology and positioning. A more detailed explanation about specific technologies

applied within this project gives the basic background for further reading of the paper.

2.1 RFID

”RFID (radio frequency identification) is a technology that incorporates the use of elec-

tromagnetic or electrostatic coupling in the radio frequency (RF) portion of the electro-

magnetic spectrum to uniquely identify an object, animal, or person.” [3] The applied

frequencies can lie in different spectra, including low frequencies (LF) centred around 125

kHz, high frequencies (HF) at 13.56 MHz and ultra high frequencies (UHF) ranging from

400 to 1000 MHz and finally microwave, in the range of 2.45 and 5.8 GHz. Every frequency

range has its pros and cons concerning transmission range, bandwidth and costs.

Independent of the used frequency, every RFID system consists of two major components,

the reader and the tag, as illustrated in Figure 2.1. These components work together to

ensure wireless identification of objects. The reader can either be mounted on a fixed

position or be accomplished as a handheld device, whereas the tags are normally fixed on

goods, containers, etc. which should be identified and tracked. One of the basic functions

Figure 2.1: Basic RFID architecture (for microwave RFID systems) [4]

of a reader is to provide a radio field, either as low radio frequency magnetic field or as high

frequency electromagnetic wave (in the case of UHF or microwave). The low frequency

magnetic fields radiate from the reader via the transmitting antenna, which is usually

realised in form of a coil for low frequencies. The magnetic field of the reader acts then

as a power source for the RFID tag, provided by inductive coupling. In a high frequency

system, the reader transmits an electromagnetic wave, which propagates outwards in a

spherical wave front. RFID tags which are situated within this field are exposed to this

propagating wave and are in this way able to collect some of the energy as it passes by.

3



Integration of positioning functionality into an existing active RFID system

This procedure is referred to as propagation coupling [4]. To make the described coupling

possible, the RFID tag has to contain an antenna (or coil). Additionally, a tag consists of

a small integrated circuit (IC). The required amount of energy for operating is gathered

via the antenna or coil when exposed to a magnetic field or electromagnetic wave, as

described above. This energy is converted to electrical power and builds the power source

for the IC.

While being powered, the IC is able to transmit the stored data of its memory in form

of electromagnetic waves to the reader. When the signal from the tag is received by

the reader’s antenna or coil, it can be detected and processed by the reader. After

this processing the signal can be fed into a back-end system and utilized for any kind

of application, like identifying, tracking or comparing. Tags which are powered by the

energy emitted by a reader are referred to as passive RFID tags.

2.1.1 Active RFID Tags

In contrast to passive tags, active tags are powered by an internal power source (battery)

and are often read/write devices. Cells are usually used as batteries which offer a very

good power performance compared to their size and weight. The typical temperature

range for proper operation is from -50◦C up to +70◦C, which is no limiting factor for the

most common applications.

The advantage of unlimited lifetime for passive tags turns into a disadvantage for active

tags, because a power supply in form of a battery means that a tag has finite lifetime.

In good systems with a suitable battery, powering well programmed low power ICs, the

lifetime can be 10 years and more, always depending on temperature and the number of

read/write cycles. Active tags are bigger in size and more expensive because of their inte-

grated power cells. In return they allow greater ranges, are less prone to electromagnetic

noise and offer higher frequency modes, which leads to higher transmission rates.

2.1.2 Microwave RFID Systems (2.45 GHz)

The 2.45 GHz frequency lies in the globally recognized ISM band, which was reserved

internationally by the ITU for non-commercial use of RF electromagnetic fields for in-

dustrial, scientific and medical purposes. The ISM band is among other things used for

WLAN (IEEE 802.11b,g) and Bluetooth applications.

The basic operating principle of microwave RFID systems is based on electromagnetic

radio signals. Because of the nature of electromagnetic waves, microwave signals are

4
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attenuated and reflected by materials containing water or human tissue, and entirely

reflected by metallic objects.

Microwave systems allow high data rates due to the use of high frequencies and the possible

allocation of broad spectra. For active RFID systems data rates are not influenced by

the operating range of the system, whereas passive systems provide lower data rates due

to low power availability for the chip. Microwave systems can ensure data rates up to 1

Mbit/s. Typically, rates between 10 and 50 kbit/s are in use.

The operation range for passive tags is about 0.5 meters, which is less than for UHF sys-

tems. This is due to the fact that for shorter wavelengths antennas can collect less energy

and attenuation and free space loss are higher. For active tags, ranges beyond 30 meters

are possible. Compared to low frequency systems using inductive coupling, microwave

systems have longer operation ranges, higher data rates and offer more flexibility in the

tag design (higher frequencies require smaller antennas). On the other hand, inductive

systems offer higher robustness for operating in non line of sight environments.

Overall, microwave RFID systems provide solutions at comparable cost and complexity

levels, greater range and higher data rates than inductively coupled counter parts. They

find use in active or passive form in electronic toll collection, supply chain management

or access control (especially for trucks and vehicles).

2.2 Positioning

A deeper look into literature revealed that any existing positioning or localisation ap-

proach basically divides the process of obtaining a position into two phases: location

sensing and calculation on the resulting values by positioning algorithms. The following

parts give an overview of the methods used for both phases, following [5] and [6].

2.2.1 Location Sensing

Generally, there are three basic methods for obtaining distance measures. A distance can

either be gained directly by measuring or indirectly by carrying out additional calculations.

The following paragraphs summarise the fundamentals of the three main methods.

Received Signal Strength Indicator (RSSI) This method measures the power of a

signal on the receiver side. Because the transmitting power is known, the effective

propagation loss can be detected. When comparing the propagation loss to theoret-

ical models for the particular environment, an estimated distance between sender

and receiver can be achieved. RSSI is mainly used for RF signals. Even though

5
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a positioning system for RFID should be developed, RSSI is not a suitable solu-

tion for the project due to the fact that the used RFID tags do not support signal

strength measurements. Furthermore RSSI requires substantial configuration and

is therefore not applicable for fast changing environments.

Time based methods These methods include time of arrival (ToA) and time difference

of arrival (TDoA) measurements. Based on the known propagation speed of the

carrier wave, measured time can be translated into distance. Although this methods

can be used for almost all types of signals (including RF, acoustic, infrared) it is

not applicable for the project because time based methods imply an accurate time

synchronisation between sender and receiver which is not provided by the existing

RFID system.

Angle of Arrival (AoA) AoA methods, in comparison to RSSI or time based methods,

do not measure the distance between sender and receiver itself, but calculate the

position based on geometric relationships given by measured angles to known po-

sitions. This approach does neither require time synchronization nor sophisticated

signal strength measurements on the tags, and is therefore the most suitable method

for the project.

2.2.2 Calculation of Position

Positioning algorithms represent the second phase of any localization approach. Different

calculation methods for retrieving the position can be divided into three main groups.

Hyperbolic trilateration This approach is based on distance measurements and simply

retrieves the position by calculating the intersection of at least three circles with

radius of the measured distance.

Maximum Likelihood (ML) ML estimation localises a tag by minimising the differ-

ences between the measured distance and the distance from the estimated position

to known readers. This approach has the advantage to be scalable for any number

of known positions (readers) and can incorporate weights for handling reliabilities

of values. Because no direct distance information between reader and tag is avail-

able according to the design considerations, the above described methods were not

taken into account. Nevertheless the ideas of scalability and weighting of the ML

approach were considered for the positioning algorithm.

Triangulation Triangulation is the obvious method for calculating intersection points

with AoA data and therefore gives the base for the chosen positioning algorithm.

6
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This method computes positions based on trigonometry laws. Figure 2.2 illustrates

the basic concept of triangulation. At least two straight lines, g and h, are required

Figure 2.2: Basic principle of triangulation

to calculate an intersection point respectively a position. The straight lines are

defined by:

g :

(
b1x

b1y

)
+ λ ·

(
v1x

v1y

)
(2.1)

h :

(
b2x

b2y

)
+ µ ·

(
v2x

v2y

)
(2.2)

~b1 represents the position vector and ~v1 the directional vector of the first signal.

The calculation of the intersection angle β between the two vectors is:

β = arccos

(
~v1 · ~v2

| ~v1| · | ~v2|

)
(2.3)

µ and λ define the dilation of the vectors, which can either be positive or negative.

They can be analysed to make an assertion if the intersection point is calculated

with a negative direction vector. The formulas for the calculation are:

µ =
(b1x − b2x) · v1y + (b2y − b1y) · v1x

v1y · v2x − v1x · v2y

, λ =
b2x − b1y + µ · v2y

v1y

(2.4)

If v1y is 0, the following formula is used to avoid a zero-division:

µ =
b1y − b2y

v2y

, λ =
b2x − b1x + µ · v2x

v1x

(2.5)

Finally, the intersection coordinates are calculated:

x = b1x + λ · v1x (2.6)

y = b1y + λ · v1y (2.7)

7
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3 Related Work

The following chapter gives an overview of existing papers describing positioning systems

for mobile computing applications and wireless sensor networks, partly following [5], [7].

3.1 Positioning in Mobile Computing Applications

Since the 1970s, RF signals were used for positioning systems. The first application field

was automatic vehicle location (AVL) for police and military transportation. In this early

system fixed base stations use ToA and TDoA methods to estimate distances. The actual

position is then calculated using Taylor Series Expansion to linearise the optimization

problem. [8] [9]

In the 1990s, location for RF based systems became a big topic due to the requirement of

the U.S. Federal Communications Commission (FCC) that all wireless service providers

should be able to supply Emergency 911 (E911) services with positioning information. For

this purpose the cellular base stations use TDoA for distance estimations and positions are

then calculated using least square methods. The system described in [10] only provides

an accuracy of 125 meter in 67 percent of time. Due to these values combined with the

fact that ToA methods are used within a cellular system covering very large areas, this

approach was not followed in more detail.

An indoor tracking system which is more comparable to present needs is the RADAR

system [11]. This RF based locating system uses a RSSI method from three fixed stations

on a floor. This information is sent to a central server, where the signal strength values are

interpreted as distance according to pre-generated signal strength maps. The accuracy of

this system is about 3 meters on a floor of 20x40 m, with the drawback of complex initial

effort for generating the maps within the building. As mentioned before, signal strength

measurements are not applicable and therefore the RADAR system mainly provided basic

architectural ideas like the use of fixed base stations and a centralised system.

Another indoor localization system is called Cricket [12]. As great difference to other sys-

tems it additionally uses ultrasound instead of solely RF signals for localization purposes.

Cricket also uses fixed base stations (called beacons) inside the building to provide listen-

ing nodes with necessary information. Ultrasonic time of flight data is used in combination

with a RF control signal to gain a position of the listener nodes within 1.5 m2.

The BAT system [13] is a further development of ultrasound based approaches. Here the

nodes transmit ultrasound signals which are received by ceiling-mounted readers. With

the help of so-called multilateration accuracy of up to a few centimetres can be achieved.
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For the purpose of this project, ultrasound is no alternative because the project relies

on the existing hardware provided by Free2Move, where ultrasound components are not

included.

Active Badge [14] is an indoor positioning system for persons based on infrared technology.

It consists of a cellular proximity system, where persons within the system have to wear

an infrared transmitter. Fixed sensors receive the infrared signals and send them to a

central server. Because it is a proximity system, the accuracy is depending on the current

room size. Like mentioned before, this project focuses on RF based systems and therefore

the Active Badge approach is not suitable for future considerations.

3.2 Positioning in Wireless Sensor Networks

Apart from the above mentioned systems based on fixed base stations, there exist also

a number of papers dealing with positioning within so called wireless sensor networks in

ad-hoc fashion. Wireless sensor networks assume connectivity via RF between all nodes or

sensors, which is the main difference to the above described approaches. The proceeding

paragraphs describe the papers classified as most relevant, partly following [15].

One approach which is based on connectivity between nodes is the GPS-less system [16].

Here, a grid of nodes with known positions is set up as reference which transmit periodic

beacon signals. Unknown nodes set their own position to the centroid of the positions of

all connected reference points. The accuracy is therefore about one third of the distance

between the reference points. This implies a high number of known positions in order to

achieve a good accuracy.

The convex position estimation paper [17] describes an approach, which also uses connec-

tivity between nodes to model a set of geometric constraints which are used to estimate

the positions of unknown nodes. The accuracy depends mainly on the number of known

positions at the initial phase (anchor nodes). Simulations showed that the estimated po-

sitions are very close to the actual positions. [17] performs this estimation calculation on

a centralized system.

The Ad-hoc positioning system (APS) [18] on the other hand describes a completely ad-

hoc and decentralized system. APS is based on a distance vector (DV) hop approach in

combination with GPS. After an adjustable number of anchor nodes within the sensor

network retrieves their absolute coordinates via the Global Positioning System GPS [19]

they send their position out to all sensors. Each unknown node stores the minimum

number of hops to at least three anchors and calculates the distance between these anchors.

With this data it converts the hop counts into distances by dividing the distance through
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the number of hops. Triangulation on three distances to anchor nodes finally gives the

position for the own node. The accuracy depends strongly on the number and topology

of the anchor nodes.

Another approach based on a dense distribution of anchor nodes is described in [5]. The

dynamic fine-grained localization paper proposes a connection for every node to at least

three anchor nodes. Via triangulation the position of the node is computed and the sensor

is considered as anchor node for the next iteration of the algorithm. After a number of

iterations all nodes have position coordinates which’s quality is depending on the number

of initial anchor nodes.

Very similar to the just described models another approach is discussed in [15] which

estimates distances using Hop-TERRAIN, a distance vector method. An iterative calcu-

lation is also proposed, but in contrast to [5] a confidence value is introduced as weighting

for the quality of each anchor node. This value is recalculated for every iteration based

on distance to initial anchor nodes and is increased for every refinement iteration. The

results of the simulations showed a comparatively good accuracy, still strongly depending

on the number of initial nodes with known position.

More recent papers describe approaches which need a smaller number of anchor nodes.

Two of these approaches are very similar and give a good idea of how to set up coordi-

nate systems for nodes. In [20] and [21] a single node starts building a relative map by

measuring the distance to the neighbouring nodes. One of these nodes is then considered

as second node and spans together with the initializing node one axis of the map. Via

triangulation of the distance to a third node, a relative coordinate system can be set

up. Adjacent relative maps can then be combined to one map with absolute positions by

aligning the relative maps. The main error for this type of positioning is given by the

calculations when combining different maps.

All the above mentioned localisation systems for wireless sensor networks give a good

overview about positioning algorithms, but are not applicable for this project because

no connectivity between tags is available in the existing RFID system. Nevertheless, one

approach gives a very good discussion about positioning using AoA within wireless sensor

networks. [22] proposes a system which requires at least three fixed beacon nodes. These

beacon nodes send out beacons in a highly directed beam rotating with a constant angular

speed. The received beacons are stored and time stamped by every node. The calculation

finally is carried out on a central system based on triangulation of the angular values

retrieved by the beacon time-delays. This approach may seem promising, but by taking a

closer look it can be observed that in [22] all nodes have to be time synchronized, which

is not applicable on the existing RFID framework.

10
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4 Model of Positioning System for active RFID

The following pages give an overview about the design considerations for establishing an

active RFID positioning system. The ideas are based on the existing system of Free2Move.

The proposed system is dimensioned for indoor use in a warehouse-like non line of sight

environment and should work with the existing Free2Move hardware. As field of operation

an area of approximately 50x50 meters and a transmitting range of the directional units

(DU) and the readers of about 25 meters are assumed. Due to the lack of computation

power within the tags a centralized system which computes Angle of Arrival (AoA) raw-

data is proposed. The goal of the project is to achieve the ability to determine the actual

position of a tag with the help of a reader and a backend system. Other assumptions

include quasi-static operation, a relative coordinate system and low cost components.

4.1 System Components

In the following subchapters the necessary components of the proposed system are de-

scribed. The components of the system contain the hardware of Free2Move, additional

directional units and a backend system. The existing system of Free2Move is an active

RFID system consisting of one or more reader units and simple transponders (tags). The

tags are equipped with limited memory capacity and computing power. Data exchange

is done in the 2.45 GHz ISM-band via a self developed communication protocol.

4.1.1 Directional Unit (DU)

A directional unit (DU) is a simple device which provides angular data. It consists of a

motor, which powers a rotatable platform. On this platform an antenna is mounted. The

design of an antenna is a time consuming and expensive task which lies beyond the scope

of the project. It is desirable, that the antenna possesses a narrow beam width (αbeam)

and high directivity with minimum side/back lobes. The rotation takes place with a

constant angular velocity (ω). The range in which the antenna is moving can be adjusted

to the environmental conditions. The antenna constantly sends out its angular position

(beacon) referred to a common reference (pole). Therefore, each DU must be calibrated in

an initial setup phase. The following parameters should be configured during this phase:

• Start and end angle of the transmission range

• Pole (initial position for 0 degree)

• Angular velocity (ω)
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The specification of the existent RFID-system and suggested hardware from Free2Move

lead to the following guidelines for the design of the first prototype:

• Transmission range of approx. 25 meters

• minimal resolution of 1 degree

• minimal 15ms for each step (accords to 1 degree)

• minimal period between sending data packets is set to 1.72 ms

• This results into minimum 9 data packets per step (9 · 1.72ms = 15.48ms). The

maximum angular velocity is then given as ω = 64.6◦/s

4.1.2 Tag

An adapted tag from Free2Move is used as RFID-receiver. The tag operates in the ISM-

band and is able to communicate with readers. There is 1 kbyte of memory available for

positioning purposes, which limits the size of the data history.

The tag is able to tune into different frequencies within the ISM-band. At the moment

there exist 80 different channels which are separated by 1 MHz. The minimum time

for switching the communication channel is approx. 3 ms. In order to provide flexible

Figure 4.1: Illustration of configurable time intervals on a tag

operation it should be possible to configure the tag dynamically. The parameters explained

in Table 4.1, and illustrated in Figure 4.1 are adjustable and must be set within a start-

up phase. Additionally a DU-list (or update list) has to be transmitted every time a tag

enters a new environment.

The tag should store a tuple illustrated in Figure 4.2, which is referred to as position

rawdata. The rawdata is extracted from the beacon signal of a DU. One tag is able

12



4 Model of Positioning System for active RFID

Hopping interval thop time for listening on one channel
Overall scanning interval tscan Total time for listening on the channels
Position interval tpos time between successive scans
Data exchange interval tdx time between successive data exchanges with a reader

Table 4.1: Configurable time intervals on a tag

to store up to 1 kybte respectively 128 tuples overall. If the memory is full, data is

overwritten in FIFO manner. Instead of the DU-ID (40 bit) only the frequency (8 bit)

is taken as identifier to save the very limited memory capabilities. Furthermore a tuple

consists of the AoA (8 bit) and a timestamp information (27 bit). The timestamp is a

relative timer in order of seconds and should be sufficient for a three year use.

Figure 4.2: Packet structure of a tuple

4.1.3 Reader

The reader from Free2Move will remain unchanged in the main parts. It is responsible

for configuring the tags and receiving position raw data. Therefore its software has to be

adapted to the communication protocol.

4.1.4 Backend system (PC)

The backend system is hosting a database and performs the positioning computation.

Therefore it needs to be connected to all used reader either by Ethernet or Bluetooth.

4.2 Communication Protocol

The communication protocol should provide an efficient data exchange between DU,

reader and tag. Efficient means a time and power saving process, which provides the

backend system with necessary positioning information. The protocol is based on the

considerations in the following subchapters.

4.2.1 Packet Design

For the communication between DU and the tag a minimum packet structure is proposed

(see Figure 4.3), consisting of the DU-ID and the current transmission angle:
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Figure 4.3: Packet structure on the air interface

In order to be able to tune into the right frequencies, the tags need to know the used

frequencies of the relevant DUs. This information is provided by one or more reader

by transmitting the following packet to the tags, which is also referred to as DU list,

illustrated in Figure 4.4:

Figure 4.4: Basic structure of a DU list

The 8 bit information for the frequencies consists of the 8 least significant bits of the

binary representation of the frequency with offset 2.400 GHz. Within the ISM Band this

allows 80 different channels, 1 MHz bandwidth each.

4.2.2 Data Flow

The following paragraphs describe the data flow between reader, tag and DUs. The

communication bandwidth of the air interface between these components is 250 kbit,

which results in an airtime of about 1ms for one packet, where one packet consists of 260

bit. The proposed communication flow is visualised in Figure 4.5.

During the installation of the RFID system, a start-up phase is necessary to adjust each

tag which should be positioning-enabled. As a first step, tags are configured by the reader

with a basic setting, including tag-ID and a certain data channel. After an acknowledg-

ment by the tag, all parameters necessary for positioning are set on the tag over the

arranged data channel. These parameters include among others position interval tpos,

data exchange interval tdx, overall scanning interval tscan and the DU-list, as described

above in chapter 4.1.2. If the data is received error-free, the startup phase is finished with

another acknowledgment by the tag.

After the start-up phase, which is usually carried out once as initial configuration, the tag

changes into the sleep mode. When the set position interval (tpos) is over, it ”wakes up” to

listen on the different channels defined within the DU-list. This listening is done for the

duration of tscan, to change back into ”sleep mode” afterwards. At this point, all received

tuples from different DUs are stored within the memory of the tag. Next, when the timer
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Figure 4.5: Flow digram of the communication with a reader

reaches the data exchange interval (tdx), the tag gets active again to report to a reader,

that position data is available. This communication is done on the default channel. If a

reader is within range, it responses on the same channel by assigning a sleeptime and a

data channel to the tag. When the sleeptime is over, the tag sends all its position data via

the assigned data channel to the reader, where it can be stored for further computation.

After acknowledgments by both parties, the tag changes into sleep mode again, to start

the listening again after the set position interval (tpos).

4.2.3 Multiple Access

For accessing different channels a pure FDMA approach with every DU transmitting on

an own frequency was suggested. The drawback of this model can be clearly seen if the

above shown process is considered. In order to receive every possible DU, the tag has to

wait n · tmax, whereby n is the total number of DUs in the area and tmax the maximum

rotation time for one DU. For possible use cases this would result in a total listening

time in the order of minutes. The second discussed approach is an enhancement to the

first one. Therefor TDMA would be used to shorten the listening time by dividing the

broadcast time for a certain angle through the number of available DUs. The problem
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of this approach lies in the need for tight synchronization of DUs, which is not possible

because the DUs are not interconnected with each other.

As a further strategy fast frequency hopping was proposed as enhancement to the original

approach. The hopping through the channels faster than a DU transmits values for one

angular unit results in a complete scan over all frequencies. With this approach it is

possible to receive enough packets of every DU within only one tmax, as illustrated in

Figure 4.6. The drawback of this strategy is the loss of information, while hopping

through the different frequencies. Although hopping introduces a minor systematic error,

the advantage of a short overall listening time prevails.

Figure 4.6: Hopping pattern

Two different strategies for reacting on the reception of a beacon were taken into ac-

count. In order to receive all possible packets on one channel respectively DU it would be

necessary to remain on the channel when one beacon was received. After a timeout the

hopping starts again. The drawback of this approach would be that the tag is occupied

for the whole receiving period and can not receive signals from other DUs. The situation

is exacerbated if a DU has a lower angular range and therefore can be ”seen” more often

by a tag. This also applies to multipath propagated signals. Hence, this approach was

not considered any further.

The second strategy is to continue unchanged after a beacon is successfully received at

one channel. The hopping is done until the scanning interval tscan times out (adjustable

parameter during start-up phase). Still there are different suggestions how the hopping

pattern can look like:
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• The most obvious hopping pattern follows the frequencies incrementally from 1 to n,

whereas n means the number of frequencies in the DU list. Then it restarts at 1

again.

• Another possibility is to hop between channels in a randomized fashion. This would

imply the need for a random generator or a pseudo random static list on the tag.

• Also a slight variation of the first pattern was considered, where the scanning process

follows the channels incrementally for n times, and then restarts at variable start

points.

4.2.4 Non-static Operation

The above described methods are based on a static field of operation. To provide mobility,

a more rapid communication process has to be developed, which may be not possible

within the existing framework.

4.3 Positioning Algorithm

The proposed positioning algorithm consists of several computational steps illustrated

in Figure 4.7. All these processing steps are carried out on a backend system which is

connected to the reader, either by Ethernet or by Bluetooth and is therefore able to receive

the position raw data of a tag.

First, the received rawdata are ordered by DU-ID as primary sorting criteria, secondary

by timestamp and third by the received angle. The result is a list of all available data

per DU additionally sorted by time and angle. Due to multipath, more than one angular

group per DU can be received. Therefore the sorted rawdata is grouped by taking into

account the amount of signals per DU respectively per group. Out of the value group, a

best value is estimated, which means that a reasonable angle is assigned to the group. It

is possible that for one DU several dominant value groups exist, which all are used for

further calculation, because at this point no assertion can be made which value group is

the correct one.

During the triangulation, intersection points between all the groups are calculated based

on methods of trigonometry. This is possible, because for every group a vector can be

spanned from the DU in the angular direction. The resulting coordinates are then analysed

and checked on their plausibility based on the following criteria:
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Figure 4.7: Processing chain of the positioning algorithm

Intersection area: The intersection points lie inside the intersection area of the two DUs

from which the point is calculated. Otherwise one of the vectors derives definitely

from a reflection and the intersection point can be discarded.

Negative direction vectors: In the present case it is not possible that the intersection

of two vectors is calculated with a negative direction vector. If a negative direction

vector is computed, one angular information of the performed calculation can not

be correct.

Border check: Due to the known dimension of the operation area, intersection points

which lie outside this area are discarded.

The remaining intersection points are then weighted based on the following known criteria:

Angular border: For DUs with certain rotation angles, the start and end area of the

rotation of the DU are prone to errors, because not all angles for one group can be

received. In this regions a lower weighting is applied.

Number of values per group: The amount of received angles is an indicator for the

quality of an intersection point. It is assumable that tuples from multipath propa-

gation are less constant in their occurrence. Hence correct groups can be recognised

by their higher number of values per group.
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Obtuse intersection angle: Intersection angles between two vectors are only limited

suitable for precise triangulation. Similar to fundamental landscape surveying a

sufficient basis is required between two measuring points for accurate results. This

means that intersection angle between 40◦-140◦ are more reliable than others. This

fact is taken into account by applying a corresponding weighting.

Number of intersection points within a certain area: It is more reasonable that

the real position is within the area of more intersection points. A weighting based

on the amount of values is applied.

Out of the weighted coordinates, the final position is calculated which results in refined

coordinates. Finally, a value is assigned to the calculated position which indicates an

estimated accuracy and accordingly its reasonability.
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5 Simulation of the proposed model

Based on the design guidelines and the above described model, a detailed simulation was

conducted. The purpose of the simulation was on one hand to give a better insight of

certain system processes and on the other hand to be able to make a profound statement

about the performance and accuracy of the system. The physical transmission process

was simulated in Matlab Simulink. The learnings were then built into a more flexible

simulation model for Matlab Script, which evaluates the performance of the positioning

system. Also the configuration of different system parameters was optimized throughout

the simulation. Another focus laid on the testing and implementation of the positioning

algorithm in Matlab. The simulation model can be adapted to different scenarios and

give valuable information about the behaviour of the system.

5.1 Simulation of the Wireless Network via Simulink

In a first attempt the communication part was simulated with Matlab Simulink. In

Simulink it is easy to create time-based simulations of communication systems. The

libraries of Simulink offer a variety of different pre-designed blocks, also for more complex

devices. The simulation should cover the listening process between the tag and DUs and

should be as realistic as possible. Therefore the system was simulated on bit level, which

resulted in a sampling frequency of 1 MHz. The general model (according to Section 4.2)

Figure 5.1: Simulink model with three DUs and one tag listening

was implemented with multiple DUs which transmit their data on one common channel

but on different frequencies. The tag listens to this channel according to a hopping

pattern. The setup of the basic model with three different DUs is shown in Figure 5.1.

The model of a DU consists of a signal producing part (DU Signal) and according to the

specifications a GFSK modulator. The DU beacon is a 260-bit stream which consists
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of the DU-ID and the actual angle. Additionally, the signal is extended with 113 zeros

which represent 440µs configuration time. The signal is only transmitted once during one

rotation of a 90◦-DU, which accords to approx. 1.35s, for the time of sending 15◦ (αbeam).

The signal is then modulated with a GFSK modulator and mixed from the baseband onto

a carrier frequency. All carrier frequencies are separated by 1 MHz. The signals from each

DU are then summed up and fed through an block, representing additive white gaussian

noise (AWGN).

The tag is represented by a GFSK demodulator, which hops between different carrier

frequencies. Before the signal is demodulated the signal itself is mixed from the carrier

down to the baseband and then filtered with a low-pass filter. Figure 5.2 shows a short

period of the simulated transmission. In this simulation three DUs are used, whereby DU

2 and DU 3 are transmitting (tpacket = 1.72 ms). As it can be seen, the tag changes the

frequency every 3 ms (thop) and is only able to receive packets on channel 2 and 3.

Figure 5.2: Simulink scope of the location sensing procedure on a tag with three DUs

The above described Simulink model of the positioning system gave a very good under-

standing of the physical processes on the air interface. The required high resolution of

the system led to an unusable simulation time on the provided computer systems (e.g.

the simulation of 1s with three DUs took almost 4 hours). Due to this fact, simulating

21



Integration of positioning functionality into an existing active RFID system

different system parameters for the communication channel and additionally developing

and testing a positioning algorithm based on this model could not be accomplished with-

out extensive proprietary development of own Simulink blocks. Therefore this approach

was not considered for further development.

5.2 Simulation Setup - Standard Set

Most of the following simulations were based on a simple configuration. The room is

50x50 meters large and every spot is covered with at least two DUs in order to enable

positioning. For a reasonable result the DUs were placed in such a way, that in approx. 93

% of the area a third DU could be received. The range of each DU was set to 25 meters.

Each corner was equipped with a DU. Additionally a DU was placed in the room centre

(25, 25) and at the centre of the border lines. This setup with 9 DUs results in a regular

pattern. In order to be able to test different situations, a 10th DU was placed at the

intersection point of two other DUs at the point (12.5, 3.96). This DU should especially

improve the result in the mid-left area. Figure 5.3 shows the detailed arrangement of

the Standard Set. Numbers (1-10) indicate the position of a DU, letters (a-e) indicate

reference positions for later simulations. The reference positions were chosen after several

different considerations.

Figure 5.3: Arrangement Standard Set
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Position (a) lies at (50, 37.5) and represents a position at the border, where only two

different DUs (6,8) are regularly received.

Position (b) at ( 1√
2
, 1√

2
) describes a standard position with 3 DUs (1,2,4) 1 meter away

from the origin.

Position (c) (37.5, 37.5) is a place where 4 DUs (5,6,8,9) can be received under constant

conditions.

Positions (d,e) are close to each other and can receive at least 5 DUs (2,4,5,6,8) because

they are placed close to the centre. The only difference is that position (e) is addi-

tionally in range of DU 10. The coordinates are (18.52, 24.14) for (d) respectively

(31.48, 24.14) for (e).

5.3 Simulation Model

After the very detailed simulation of the communication model in Matlab Simulink a bet-

ter performing simulation method was found by implementing the model in Matlab Script.

The following variables are introduced for changing the parameters of the environment:

• relative Position of tag and DUs

• angular range of each DU, given by start- and end-angle of the range in degree

• output power of a DU Pt in dBm

• area of operation as dimensions of a rectangle in m

• a matrix representing the probability of occurrence of reflection (pref ) and scattering

phenomena (pscatter)

• angular resolution of a DU res in units per degree

• number of signal repetitions per unit of a DU nrrep

• beam width αbeam of the antenna on a DU in degree

• time tpacket for sending one packet on a DU in ms

• time thop for listening on a channel during the hopping on a tag

• value mem setting the available memory size on a tag in number of tuples
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• number of passes cycle for one simulation, where one pass is given by maxrot ·nrrep ·
res generated values per DU, where maxrot is the maximum rotation angle of all

DUs.

The simulation program was divided into several procedures for optimal representation of

the real environment. After determination of the angles and distances between a certain

position of the tag and the DUs, the idealised values received from every DU are computed

based on the given parameters. On the resulting data matrix a function representing

attenuation is applied. Attenuation is introduced by means of a calculated bit error rate

(BER) depending on sending frequency, distance and output power of the DU. As further

error the multipath phenomena of scattering and reflection are added according to the set

parameters. Also, a hopping pattern is applied on the matrix to result in a set of data

representing the received tuples at the tag. A Matlab implementation of the positioning

algorithm processes the received tuples (rawdata) and calculates the position.

The following chapters describe the purpose of the different functions and give some details

about the considerations which lie behind the simulation scripts.

5.3.1 Idealised Data

The first procedure of the simulation program results in a cell array consisting of one

matrix for each DU, representing the tuples sent simultaneously via the air interface in

a specific time period. For obtaining this cell array, some initial steps are carried out.

Firstly, the distances dist and the true angles between each DU and the tag, γreal, are

calculated and stored. The positive y-axis is taken as pole for the angles, increasing

clockwise. Secondly, the rotation in degree for each DU rotDU is calculated based on

the given values. The maximum occurring rotation is then stored separately in the value

maxrot. As final step of the initial preparation, the DUs are divided into two groups:

those, for which the tag’s position is within their angular range (in-range) and those

whose rotations does not reach the tag (out-range). This separation is practical for the

further computing to increase the performance of the simulation script. Additionally, DUs

with exactly the same position as the tag are also added to the out-range list, because no

meaningful data can be gained. It is necessary to consider this condition for simulation

purposes, whereat it is impossible to occur in a real setup.

After these preparatory steps, the main loop is filling up a matrix for each DU and storing

it in a cell array. Each line of the matrix represents one packet which consists of one tuple

and additionally the real expected angle between DU and tag for further computation.

For the simulation, the number of lines in every array, respectively the number of packets

24



5 Simulation of the proposed model

sent during one scanning interval of the tag, is defined by nrrep · res · maxrot · cycle.

Because all DUs send their data simultaneously, the overall scanning interval (tscan) for

a tag is given by the number of packets at one DU multiplied with the time for sending

one packet, tpacket. This results in the following equation:

tscan = nrrep · res ·maxrot · cycle · tpacket (5.1)

As defined in Section 4.1.2, each tuple stores three values: the frequency of the DU, a

timestamp and the actual AoA (γ) of the DU.

For the simulation, a DU-ID was taken instead of the frequency to identify data from

different DUs. DU-IDs are set as integer numbers increasing from 1. Another purpose of

the DU-ID field is to set whether the actual packet can be received by the tag or not. If

a packet cannot be received, the DU-ID is set to zero instead of the certain DU-ID. This

is the case for packets which are in the out-range group. The DU-ID field will also be

used for indicating that a packet was affected by one of the propagation errors, which are

mixed into the idealised data as further step.

A relative timestamp for each tuple is calculated by simply adding tpacket to every prior

timestamp of the actual DU, starting with an initial value. The initial value, a random

number between zero and tpacket in order of 10−5s, is computed separately for every DU

and has the purpose to simulate asynchronism between the different senders.

The third field is used for the actual AoA of the DU, where angles are given in radiant.

Angles, for which the beam of the antenna does not reach the position of the tag, are

not calculated but set to zero in order to increase simulation performance. This means

that in this phase just angles within the limits from γreal ± (αbeam

2
) will occur within the

matrix.

As a result of the function, a cell array is generated representing the simultaneous sending

of packets by all DUs during the scanning interval. Every packet has a valid timestamp,

whereas only packets which can actually reach the tag have also set DU-ID and angle

of arrival. Because the DUs are rotating in asynchronous fashion, the timestamp of

the packet, where the antenna beam reaches the tag, is set randomly within the actual

rotation span rotDU of the specific DU. Due to the fact that the whole function is intended

to produce idealised data, exactly the amount of nrrep · res ·αbeam packets can be received

by the tag and for those DU-ID and AoA are set.

As stated before, tscan is calculated based on the maximum pivoting range of all partic-

ipating DUs maxrot. Therefore, the rotation of the antenna within its range rotDU is

repeated until the value of the timestamp reaches tscan. Considering this, the maximum
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amount of received data maxdata from a certain DU is expressed in the following equation:

maxdata = nrrep · res · αbeam · maxrot

rotDU

(5.2)

The generated data represents the idealised number and order of the tuples sent from

every DU to the tag. So far, no restricting factors like the beam range were considered.

This limiting factors or propagation errors are mixed into the idealised data array within

the next procedure, which is discussed in detail in the upcoming chapter.

5.3.2 Propagation Errors

Wireless communication always suffers from several impairments, which affect data com-

munication. The simulation model includes the following interferences, which all directly

influence the idealised data set:

• Path loss in indoor environment

• Noise

• Scattering

• Reflections

Path loss and noise are the two dominating factors for a successful operation. Furthermore

scattering and reflections bring up additional difficulties, because they interfere with the

idealised channel and add unwanted information. The way how those impairments are

treated within the simulation is described in detail in following section.

The energy of electro-magnetic waves decreases as the distance between transmitter and

receiver grows. This effect is known as path loss. The received power Pr can be expressed

as:

Pr = A · d−α (5.3)

where A is a constant defined by the transmitting power, the used frequency f and antenna

specifications. α denotes the exponent of decrease. In logarithmic form and inserted for

A, the path loss can be expressed as:

PLdB = −32.45− 20log(f)− α · 10log(d) (5.4)

For communication in free space (e.g. satellite communication) α is set to 2. Indoor

environments are harsher and therefore the signal will disperse much faster. Following
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[23] the value for α is set to 2.7 in our simulation model. To account additionally for higher

absorption a floor loss value FL [24] is introduced and set to −10dB. The received energy

at the tag is therefore calculated in units of dB, where Pt is the EIRP of the transmitting

antenna and the antenna gain of the receiver is set to Gr = 1:

Pr = Pt + PL + FL (5.5)

In order to be able to calculate the prevailing bit error rate (BER) out of the Signal-To-

Noise Ratio (SNR), noise is simulated by calculating thermal noise and adding summarized

additional noise (like co-channel interference, crosstalk and the fact, that the ISM-band is

used by other applications like 802.11b or Bluetooth) following the chapter Line-of-sight

transmission of [25, p. 110-118]. Thermal noise in watts (Johnson noise) is given by:

N = kTB (5.6)

where k is Boltzmann’s constant, T the temperature and B the bandwidth of the signal.

For normal room temperature T = 293 K and a signal bandwidth B = 350 MHz the

thermal noise is expected to be N = −118.5 dBm.

The value of the additional noise is determined empirically. In order to account for

temporal and spatial changes in the receiving conditions the value is normal distributed

with mean µ = 15dB and variance σ2 = 2dB. Adding thermal noise and additional noise

leads to a mean noise floor value of approximately −103.5 dBm. With these values it is

possible to calculate the Eb

N0
value with a bandwidth of B = 350 MHz and a bitrate of

R = 250kbit/s.
Eb

N0

=
S

N
· B

R
(5.7)

Based on [26], [27] and the product specification [28] of the used transmitter the BER was

modelled with a similar function. Equation 5.8 led to a satisfactory result and is shown

in Figure 5.4.

BER =
1

2
· erfc(

√
Eb

N0

) · 10

√
1.21·Eb

N0 (5.8)

The BER is the dominating factor for the whole communication process, because it pri-

marily affects the transmitting range of the whole system (see Section 5.4.2). Therefore

the BER is calculated for every transmission from a DU to a tag. With this value an

error vector is created and then OR-added to the idealised data, which was generated

by the functions described in Section 5.3.1. In this context the term nominal range of a

DU is defined. The nominal range corresponds to distance from a DU, where the BER

is approximately equal to 4 · 10−4. This means, that the nominal range of a DU can be
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Figure 5.4: Simulated BER model for a GFSK Demodulator

adapted by configuring the output power Pt.

Multipath propagation can cause severe deterioration especially in indoor environments

and must therefore not be neglected. Two different multipath effects (scattering and

reflections) were modelled into the simulation. Firstly scattering from different objects in

a room is mixed into the idealised data. Scattering occurs if the signal hits an obstacle,

which is in the size of the wavelength. In the case of the ISM-band all objects in the size

of 12.5 cm lead to a scattered wave. Scattered packets can be sent maximally nrrep/2

times in a sequence in the simulation and are added to the idealised data with the preset

probability pscatter for each DU. Reflections are simulated in the same way and can be

controlled by the parameter pref . The number of repetitions of reflected data is normal

distributed with µ = lref and σ2 = 0.3, where lref is an adjustable parameter. This makes

it possible to adjust the frequency and the duration of reflections for each DU. DUs which

radiate directly on permanent obstacles are assigned higher reflection coefficients than

DUs which can radiate into a free area.

Multipath propagation is characterised by a longer propagation path and therefore leads

to a delayed arrival. The time shift due to multipath propagation for a nominal range of 25

meters is maximal 1.3µs and therefore much smaller than the used time resolution. This

does not result in changes of the timestamp information in the idealised data. Because

multipath propagated signals travel a longer distance, the attenuation is higher and a

separate BER has to be calculated. The covered distance is simulated Rayleigh distributed

with µ = 1.2507 and σ2 = 0.0172. This means that no multiple reflections are considered

in this multipath model.
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If a multipath signal reaches the tag completely (this means not corrupted by a high BER)

and no other information is present on the channel (the DU-ID is zero), the interference

is considered constructively and a new tuple is added. On the other hand if the channel

is occupied (non-zero DU-ID) the interference is considered destructively in any case and

leads to a reception error, which sets the DU-ID to zero within the cell array.

After this step the matrices for each DU consist of the idealised data modified by the effects

of normal and multipath propagation. All matrices represent therefore all information,

which is present on the air interface.

5.3.3 Hopping

As final procedure of the simulation script, a hopping pattern is applied on all data

available on the air interface at the tag’s position. The data is represented by the modified

cell array.

Due to the fact that every matrix within the cell array represents exactly one channel a

hopping sequence can be applied. Valid packets within the channels are indicated by a

non-zero DU-ID, which makes it possible to filter out useful packets.

A packet has to fulfil the condition to be sent entirely within the time span of one hopping

time to be received as valid packet at the receiving tag. If the period of sending a packet

coincides with the change of the channel, this condition is not fulfilled anymore and the

received fraction would be discarded by the tags internal CRC. Figure 5.5 illustrates the

hopping pattern for tpacket = 1.72ms and thop = 3ms. The random starting times of the

different channels due to not synchronised DUs are realised by introducing a randomly

chosen initial time value as described in Section 5.3.1. In the hopping procedure within the

Matlab script, a relative timer tact, representing the actual time at the tag, is introduced.

tact counts milliseconds and starts at zero, like the timestamps added to the tuples at the

DUs.

The timestamp of the first packet (TS1) is then compared with tact and tact + thop. If

TSn is bigger than tact but still smaller than tact + thop, the timestamp of the next packet,

TSn+1, is also compared with the same value of tact + thop. In the case that TSn+1 is

smaller or equal to tact + thop, the packet would fit completely into one hopping period

and therefore is de facto received by the tag. This comparison is carried out for every

following timestamp TSn, until the condition of being smaller or equal to tact + thop is

not fulfilled anymore. In this case the local timer tact is increased by thop and the channel

number is changed. The described comparison then continues until tact has reached the

value of tscan. The change of the channel number can be done in linear or in random

fashion, depending on the specific simulation scenario.
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Figure 5.5: Hopping principle

All actually received packets by one tag are finally sorted out based on the validity (non-

zero) of their DU-IDs. As final result, a four columned matrix is created with lines

representing tuples (illustrated in Figure 5.6) sent by different DUs, ordered by their

timestamps. The angle γ represents the received AoA.

Figure 5.6: Representation of a tuple in the simulation program

5.3.4 Implementation of the Positioning Algorithm

The positioning algorithm uses the list of tuples for calculating the most reasonable po-

sition based on the considerations in Section 4.3. To obtain an acceptable result, the

algorithm performs the following basic steps: First of all, the rawdata are split into

groups to reduce the amount of tuples to the most logical values. Out of these groups,

intersection points are calculated, which are checked on their plausibility and weighted

due to known facts. In the end, the weighted intersection points are used for calculating

the final position.

5.3.4.1 Sort Data First step is the sorting of the data by DU-ID, timestamp and

angle to provide the grouping function with an ordered list.
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5.3.4.2 Grouping and Best Value Estimation In an idealised scenario without

multipath and information loss, rawdata contains for each DU the maximum amount of

angles in the range of γreal ± αbeam

2
. In this case, a grouping would not be necessary. It is

enough to calculate γmin+γmax

2
to get the final angle and therefore the best value.

It is assumable that the rawdata contains diverse information concerning the angle to one

DU originated from multipath propagation and broad beamwidth characteristics of the

antenna. These additional tuples are not useful for the computation and should ideally be

recognised and discarded. A reliable assertion cannot be done and therefore rawdata are

classified into logical groups. The grouping does not result in one group with the correct

angle, but it reduces the amount of total values and filters out several scattering signals.

Groups that resulted from multipath signals are indented to be recognised during the

plausibility check later on and are discarded there. The list of groups has the structure

illustrated in Figure 5.7. The Group-ID is an incrementally increasing value to indicate

Figure 5.7: Structure of grouped tuples

the group. The DU-ID is taken from the rawdata in order to be able to assign a group to

a DU. γgroup indicates the calculated mean angle for the group. Additionally, the vectors

according to this angle are calculated. The x-value of the vector is cos(90◦−γgroup)

|v| and the

y-value is sin(90◦−γgroup)

|v| . The angle has to be subtracted by 90◦ because the y-axis is the

pole of the DUs and not the x-axis, as used in ordinary trigonometry. The values are also

divided by its absolute value to obtain the unit vector. The last field in the matrix is the

number of signals summarised to the particular group.

In order to obtain relevant groups all possible combinations of groups are compared to

the available values. For this the implementation first generates a template m×n matrix

which represents all possible groups that one DU can comprise, where m is given by

(rotDU −αbeam) · res−2 and n equals αbeam · res (for a rotDU = 360◦ m is set to 360 · res).
Table 5.1 illustrates the template for a resolution of 1/◦, spread of 15◦ and a rotation

angle of 360◦.

Next, a matrix (group matrix ) of the same dimension is generated and filled up with

zeros. The algorithm continues by hopping through the template matrix. At every cell

of the template matrix, the according value is compared to all angles of the rawdata of

the particular DU. If the value in the template matrix matches the angle in rawdata, a

counter increases the cell in the group matrix at the respective position of the template

matrix.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

358 359 0 1 2 3 4 5 6 7 8 9 10 11 12
359 0 1 2 3 4 5 6 7 8 9 10 11 12 13

Table 5.1: Template matrix

After finishing this iteration, the sum of every row of the group matrix as well as the

absolute maximum (rowmax) is calculated. Every row which has a sum that is above

rowmax · groupTol is taken as group, where groupTol is a tolerance value. For groupTol

85% turns out as reasonable value during the simulation. The final result of the grouping

is consequently a list of all interesting groups for the further calculation with the amount

of tuples.

When the groups are known, a best value has to be found that represents the whole

group. Within one group this best value is calculated as mean value of γmax and γmin.

Another possibility would be to calculate the mean value of all angles which leads to a

less accurate result, because γmax and γmin represent the border of the group and cover

therefore a bigger field. In certain cases, groups that are very close to each other are

calculated. If a group has the same γmax or γmin value than a previously generated group,

the group with less number of tuples is discarded. If two or more γgroup exist which have

a distance less than 2◦ from each other, those are summarised to one angle by taking into

account the number of tuples.

Figure 5.8 illustrates one result of the grouping algorithm in a 50x50 m2 area and an actual

position of (23, 10). The left hand side shows all the received raw data and the right side

what remains after grouping the values. In this example all the multipath signals are

discarded, resulting in an accuracy of 10 cm, which is above the average results. The

beacon placement follows the Standard Set in Figure 5.3.

5.3.4.3 Triangulation Tiangulation uses concepts from trigonometry, explained in

Section 2.2.2, to calculate the intersection points between the resulting vectors of the

groups. Therefore the algorithm needs at least two signals from different DUs. Due to

the fact that the vectors are already calculated during the grouping it is fairly easy to use

this information for calculating the intersection point and additionally the intersection

angle between the two vectors. This angle is important for analysing the plausibility of

the intersection point, explained in the next section.
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Figure 5.8: Grouping raw data

5.3.4.4 Plausibility Check The calculated intersection points are verified regarding

their plausibility by several criteria. It is thereby possible to discard (weight=0) definitely

wrong information or assign weights for remaining intersection points. Figure 5.9 shows

the sequence diagram of how the checking is performed.

Intersection Area Test: This test checks if the intersection points lie inside the inter-

section areas of the DU’s, from which signals are received. The weight is set to 0 if

the points lie outside the intersection area, otherwise it is set to 1 by default. For

angles close to the boundary of the antenna range an extra check is forced, because

the accuracy of these values is less valuable due to the angular spread. For instance,

in the case that a value group lies close to the border and it does not contain the

maximum amount of values, it is not predictable which angles are missing. Tests

have shown that setting the weight to 0 leads to a better accuracy but it has the

disadvantage that values are discarded. That means, that some positions can not

be calculated due to the information loss. For this reason, a function x3 between 0

and 1 is introduced, that weights values near the border with nearly 0 and values

farther away with weights in a rising manner.

Direction vector test: Negative vectors can be recognized by checking the dilation λ

and µ of the vectors. If one of these values is negative, the intersection point is

weighted with 0.

Number of Tuples Weighting: The amount of received tuples per value group (nrtup)

is an indicator for the quality of the intersection point, which results from the best

value vectors. It is assumable that the groups resulting from reflections consist of
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Figure 5.9: Plausibility check

less tuples. For this reason, intersection points with lower nrtup are assigned lower

weights, which reduces their influence on the later result.

For calculating the weight of an intersection point, first the number of tuples per

group (nrtup i) are normalised to the maximal occurring rotation angle maxrot. These

normalised numbers are multiplied and divided by the square of the maximal pos-

sible number of values for a DU with maxrot, expressed by maxdata

nrchannels
· λhop, where

nrchannels is the occurring number of DUs respectively channels, and λhop gives the

rate of lost packets due to the hopping pattern, which will be discussed in Section

5.4.3. The assigned weight for an intersection point, which always lies between zero

and one, is consequently calculated by the following equation:

w =
nrtup1 ·

rotDU1

maxrot
· nrtup2 ·

rotDU2

maxrot

( maxdata

nrchannels
· λhop)2

(5.9)

Border Check: Intersection points which lie outside the operation area are discarded.

For positions near the border sometimes intersection points are calculated that lie

outside the area but very close to the real position. For this case a tolerance factor

of 0.5m is assigned, which was empirically determined.
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Intersection angle weighting: The intersection angle β between two vectors gives a

direct information about the quality of the intersection point. Figure 5.10 shows

Figure 5.10: Error due to a shift of ±1◦

the behaviour of the position error (∆Pos) for a shift of ±1◦ for one vector compared

to the intersection angle β. For this calculation two sides of a triangle and the angle

between them were kept constant. The intersection angle β was then shifted ±1◦

and the error of the position (∆Pos) was determined. As it can be seen ∆Pos

reaches a minimum at 90◦ and stays relatively constant in both directions. The

error grows to a major value in the border areas at 0◦ and 180◦. Therefore the

weight is applied in similar manner to counteract the introduced uncertainty of

∆Pos. The doubled minimum error at 90◦ was chosen as threshold for a reasonable

result, which corresponds to 40◦ respectively 140◦. In both border areas the weight

is assigned in quadratic manner according to the findings of Figure 5.10. Table 5.2

summarises the weighting due to an obtuse intersection angle.

0◦ ≤ β ≤ 40◦ wobtuse = ( β
40

)2

40◦ < β < 140◦ wobtuse = 1

140◦ ≤ β ≤ 180◦ wobtuse = (180−β
40

)2

Table 5.2: Allocation of weights for obtuse intersection angle

Nearfield Analysis: By grouping the intersection points within an adjustable radius, a

decision of the reliability of the grouped intersection points can be done. It is more

reasonable that the real position is within the area of more intersection points.
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The grouping is done by constructing a circle around every intersection point and

counting the sum of weights. The intersection points within the biggest group gets

the weight 1, whether the others are set to 0. Reasonable values for radius will be

discussed in detail in Section 5.5.2.

5.3.4.5 Final Position Calculation The final position is a weighted mean value of

all intersection points with the use of the weights assigned during the plausibility check.

At least two DUs have to be in range for calculating one intersection point and taking this

point as calculated position. This represents the worst case. More than two DUs are very

important for the calculation of a more precise value. The following equation shows how

the position value is calculated, whereby n is the number of intersection points within the

nearfield with the highest sum of weights :

x =

∑
xn · wn∑

wn

, y =

∑
yn · wn∑

wn

(5.10)

5.4 Simulation of the Communication Protocol

After developing the above described simulation model for the positioning system, the

next step was to test and optimize the proposed settings with different simulation setups

and experiments. The aim of this simulation part is to analyse the overall performance

of the communication protocol, described in Section 4.2 with respect to system vari-

ables (hopping time thop, number of repetition nrrep , hopping pattern) and propagation

phenomena. This subchapter will describe in detail the conducted experiments and will

discuss the results.

5.4.1 Impact of Hopping Pattern

In Chapter 4.2.3, different hopping patterns were described, which were reviewed through-

out this experiment. As indicator, the number of received values was taken. The simu-

lation was carried out on the Standard Set, tag position (c), which means 4 DUs within

range (nrrec). thop was adjusted to 3.44, which gives a λhop of 1
2

(for a detailed discussion

about λhop see Section 5.4.3). µrec, the expected number of overall packets received by a

tag during one cycle, is calculated by the following formula:

µDU =
maxdata · λhop

nrchannels

(5.11)
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µrec =
nrrec∑
i=1

µDUi (5.12)

With αbeam chosen as 15 and nrrep as 9, the expected number of received packets for a res

of 1/◦ was calculated for each DU, giving a sum of 60.75, according to Equation 5.12. The

following box plot illustrates the values of a series of n = 2000 simulations. The boxes

have lines at the first, second and the third quartile. The whiskers show the extent of

1.5 · IQR (Inter quartile range). Outliers are indicated as +. The results show, that the

Figure 5.11: Comparison of different hopping patterns

median for all three simulation runs is very close to the expected value. A big difference

was found for the statistical spread of the different hopping patterns. Where the plots

for both, the linear hopping pattern and the linear hopping pattern with random start

points, show very narrow statistical spread, the random hopping pattern shows a four

times wider spreading of values. This means the probability for having about one third

more values is the same than it is for having about one third less. The same pattern was

also explored for the number of values for each DU.

Due to the fact, that the system should be as predictable and stable as possible, the

behaviour of the random hopping pattern is not desirable. As best performing hopping

pattern, the linear pattern was chosen. Although it generates almost the same statis-

tical spread as the linear pattern with random start points, it is easier to realise and

comprehend. Additionally, it has less outlier than the latter pattern.

For this reason, in all upcoming simulations, the linear hopping pattern was used, which

is the recommended solution.
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5.4.2 Impact of Attenuation

In order to be able to make a statement about the behaviour of a receiver, when it is

moving away from a DU, the following experiment was conducted. A DU was setup

(tpacket = 1.72 ms, αbeam = 15◦) and the output power set to -2 dBm, for a nominal range

of 25 meters. One receiving tag was configured with thop = 17.2 ms for just this DU,

in order to be able to receive a high number of packets only from this DU (a detailed

discussion about the effects of thop follows in Section 5.4.3). The tag was continuously

moved away from the DU from the point (0, 0) to (50, 50), which accords to a distance

of 70.7 meters. A measurement was conducted every 7.07 cm and repeated 100 times for

one point. One measurement counts all the successfully received packets from the DU.

The expected peak value (µDU1) for this scenario referring to Equation 5.11 is calculated

as 121.5 packets per pass. The y-axis is normalised to this peak value. Figure 5.12

presents the result of this experiment. The mean values of each point are plotted against

the distance between tag and DU. The results show clearly, that the reception quality is

Figure 5.12: Effects of distance on quality of reception

excellent for the first 23 meters and decreases then rapidly until it reaches zero at approx.

40 meters. Based on the data from the simulation it is possible to divide the area around

a DU (with nominal range of 25 meters) into four different quality zones. Table 5.3 shows

how the quality zones are defined in general.

For the simulated model this results in a range of Zone 1 of 23.5 meters and a good quality

reaching up to 27.5 meters. A schematic drawing (Figure 5.13) shows the range of all zones

for a DU with a nominal range of 25 meters. It can be seen, that 50 % of the packets
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Number of packets in % Quality
Zone 1 > 90% excellent
Zone 2 > 70% good
Zone 3 > 50% critical
Zone 4 > 25% poor

Table 5.3: Definition of quality zones

are expected to be received successfully even 5 meters away from the nominal border. All

tags beyond zone 3 will not receive data which are relevant for further processing.

Figure 5.13: Quality zones of a 25m-DU

5.4.3 Impact of Hopping Time

This experiment should clarify the optimal setting for hopping time thop. Optimal in this

context means, which hopping time leads to the highest number of received tuples, which

can be passed to the positioning algorithm. It is obvious that with a higher hopping time,

the tag is able to receive more values while listening on one channel. With a hopping

time twice the packet time thop = 2 · tpacket at least one packet during the hopping time is

received successfully. This means the rate of successfully received packets (λhop) is 1
2
. In

general λhop can be expressed as:

λhop = 1− tpacket

thop

, thop ≥ tpacket (5.13)

With this value and the knowledge on how many different channels are present (nrchannels)

it is possible to calculate the expected peak value of received tuples for one cycle (full

360◦ rotation) for one DU (µDU) from Equation 5.11. The term rotDU

360◦
is introduced for

normative reasons, in order to be able to compare all kind of DUs.
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The experiment was based on the Standard Set (see section 5.2), although all distances

were halved. All measurements are taken at five predefined positions (a-e), which differ

mainly in the number of receivable DUs (nrrec). Each measurement was repeated 50 times

in order to average out values and discard extreme. Figure 5.14 shows one result of the

experiment. The sums of received packets from each DU for each position are compared

for different hopping times. The results of the experiment are compared to the theoretical

Figure 5.14: Effects of hopping time thop on the total number of receivable packets

values of µrec (dashed line), which were calculated from the equations above. The x-axis

is normalised to a multiple of tpacket and the y-axis represents the total number of values

received by a tag. All DUs are normalised to a 360◦ radiator. This means, that DUs,

which cover a smaller area are only included once. The figure shows clearly, that the

theoretical calculations and the results of the experiment agree with each other. The

theoretical maximum is exceeded in nearly every case, which can be explained by the

fact, that also unexpected DUs can be received very weakly. It can be observed, that in

every case the amount of received tuples increases while the hopping time increases. If

the quality of the values is not considered, higher hopping times should be preferred.

For a good performance of the positioning algorithm it is crucial to process different values

instead of several times the same value. This fact was taken into consideration, when only

different values were counted during the simulation. Figure 5.15 illustrates the amount

of different values from DU 5 for the reference positions (c),(d) and (e), which lie all

within an acceptable distance (Zone 1) of DU 5. DU 5 is most suitable for comparison

reasons, because the data of DU 5 is only transmitted once during one cycle. The values

from DUs which transmit more often show a comparable behaviour but introduce also
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Figure 5.15: Effects of hopping hime thop on the number of different received packets

side effects, which result in a higher margin of deviation. In contrast to the total amount

of received values, the amount of received different values is decreasing with a higher

hopping time. After a steep rise until the doubled packet time, the amount of different

values fades out. The time between two consequent listening periods on the same channel

grows with increasing hopping time. This fact prevails the advantage of listening longer

for packets on the same channel. For all three positions the peak value lies consistently

at the doubled packet time. Because a high variety of values is preferred to a overall high

number of values, this simulation leads to the recommendation to set the hopping time

twice the packet time (thop = 2 · tpacket).

5.4.4 Impact of Signal Repetitions

This experiment should clarify the impact of different values for nrrep (the number of

signal repetitions per unit) on the system. As indicator for this experiment, the received

number of values per tag was taken. For this purpose, a special DU and tag placement

was adjusted. All DUs were given the same coordinates in a centre. The rotation range

of the first DU was set from 0 to 20 degrees, for the second from 0 to 40 and so forth,

increasing the rotation by 20 degrees each further DU. Tags were placed on a circle with

radius 5 meters from the centre, the first on 10 degrees, the second on 30 degrees and

so forth, again increasing by 20 degrees for every next tag. This setting is visualized in

Figure 5.16. Although this DU placement is not capable of obtaining positions, it is very

good for comparing the number of received packets at every tag. The tag on the first

position (10 degree) is able to receive data from all DUs, the tag on the second position
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Figure 5.16: Setting with 6 DUs

(30 degrees) is able to receive data from all DUs except the first one and so forth. Finally,

the last tag can just receive data from one DU.

In the simulation run, the number of tuples received by every DU was counted on each

tag during one pass. As stated in Chapter 5.3, one simulation pass is depended on the

maximum rotation angle of all DUs, maxrot, and the number of packets send per unit,

nrrep. The former dependence states, that there is more data sent for DUs with a low radial

range than for DUs with larger rotation angles. Hence, to make all values comparable,

the counted numbers were normalized to the highest appearing rotation angle maxrot by

dividing them through the value of maxrot

rotDU
. After this angular normalization, the values

were added up to nrnorm, the number of received packets at the tag. Finally, this number

was normalized again due to the dependence on nrrep. A higher value for nrrep means a

higher number of generated values, and therefore nrnorm was normalized by dividing it

through nrrep. By this way, nrnorm represents the number of received packets per maxrot

degrees and per maxrot values for a tag.

The simulation run was carried out with six tags respectively six DUs, like the setting in

Figure 5.16. tpacket was set to 1.72 ms, thop to 3.44 ms, αbeam to 15◦ with res of 1/◦ and

nrrep was going from 1 to 50. λhop is consequently 1
2
. nrrec gives the number of receivable

channels at the position. The expected value for each tag and one cycle was calculated

with the following formula:

nrnorm =
αbeam · res · λhop

nrchannels

· nrrec (5.14)
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In this simulation setting, this results into:

nrnorm =
15

2
· nrrec

6

The expected value for the first tag is therefore 7.5, which represents the maximum. The

values for the other tags lie n · 1
6

of the maximum value beneath, independent of nrrep.

This independence is given due to the fact that the values are normalised. Figure 5.17

shows the average result of 200 simulation passes including the expected values indicated

as dotted lines. As it can be seen, the simulation confirms the theoretical consideration

Figure 5.17: Effects of nrrep on normalised received packets

that nrnorm is independent from nrrep.

Nevertheless, the total number of not normalised values is expected to increase linearly

with an increasing value of nrrep. The expected number of overall packets received by a

tag during one cycle, µrec, is calculated by Equation 5.12. The simulated overall values are

illustrated in Figure 5.18, where also the expected values are indicated as dotted lines. As

it can be seen, the simulation confirms the stated formula. It has to be considered, that for

the purpose of this simulation, mem, the memory of one tag, was set to infinity. In the real

system and in later simulation, this memory is limited to 1kbyte giving 128 tuples, which

are stored in FIFO fashion. The 128 tuple threshold is indicated in Figure 5.18 as dash-

dotted, horizontal line. Equation 5.12 can then be used to adjust the maximum appearing

µrec to the value of mem. µrec can be changed either by changing nrrep or increasing cycle.

Due to the given guidelines, the minimal time for one step of the rotation is 15 ms, which

results in a minimal value of nrrep of 9 for the real system.
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Figure 5.18: Effects of nrrep on overall received packets

As final result of this simulation, the minimal possible value for nrrep is recommended. As

it was shown, there is no advantage of increasing the value, but there might be a drawback

when exceeding the available memory. Anyhow, if for some reasons the available memory

would not be utilized by far, the µrec can be increased by increasing cycle. Hence, for

later simulations and the first prototype the minimal possible nrrep of 9 is used.

5.4.5 Resulting Recommendations

As a result of the previous experiments on the communication protocol, some of the

parameter values which were introduced in chapter 4.1 have been discovered. These

settings are the proposed settings for a first prototype and are also the base for the

upcoming experiments regarding the positioning algorithm. As hopping interval thop a

value of two times tpacket is recommended, which results in the most diverse rawdata

according to the experiment in chapter 5.4.3. The scanning interval tscan was investigated

to be reasonable when set to the time for one rotation of the maximal rotating DU

maxrot. With ω = 64, 6◦/s this results in a maximal tscan of 5.573s for a 360◦ radiator.

This setting ensures reception of tuples from all possible DUs, when provided a proper

hopping pattern.

The angular velocity ω, which is calculated by (nrrep ·res ·tpacket)
−1, is set to its maximum

with 64,6◦/s. This velocity is calculated with the minimal tpacket of 1.72 ms and the

minimal possible nrrep of 9, as discussed in Section 5.4.4.

The values for position interval tpos respectively data exchange interval tdx can be chosen
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according to the particular needs. It is recommended to set both intervals to the same

value, because with higher tdx it is very likely to exceed the tags memory capacity of 1kB

respectively 128 tuples, which would mean information loss. For further application with

possibly higher memory resources, it could be of advantage to choose tdx as a multiple of

tpos, due to the fact that more rawdata usually leads to higher accuracy.

In this context also the power consumption of the tag has to be considered. The actually

used battery has a capacity of 230 mAh. According to the specification of the currently

used transponder, for sending data about 14 mA and for receiving about 19 mA are

consumed. This results in approximately 780 positioning and data exchange processes for

tscan=5.573s and mem=1kB. When in sleep mode, the tag consumes 0.0037 mA, which

is negligible compared to the consumption in the active phase. With 780 positioning

operations it is obviously not possible to carry out real-time tracking of tags. With

the current capabilities, this positioning system can be mainly used for static operations

or snapshots. Beside the possibility of increasing the number of possible positioning

processes by deployment of batteries with higher capacities it would be much easier to save

power by decreasing tscan. For the current hardware this can only be done by decreasing

maxrot. With proper placement providing a maxrot of e.g. 180◦, the number of positioning

procedures would already be doubled, whereas in certain cases the average error would

be likely to increase due to an introduction of additional DU-border areas. For further

applications, it is also imaginable that tpacket could be decreased, which would lead to a

shorter tscan respectively a higher number of positioning processes as well.

5.5 Simulation of the Positioning Algorithm

In this chapter the positioning algorithm is optimised before carrying out simulation on

different setups. These show the influence of certain adoptions on the performance of the

algorithm. After incorporating the findings, a fictious scenario illustrates the capabilities

of the system. At the end of the simulation a detailed statement about the accuracy of

the system is made, which is one of the most important key figures of the whole system.

5.5.1 Border Shift Algorithm

A major error is introduced, if the processed group consists only of values, which originated

only from a part of the full antenna spread. This case especially applies to boundary

regions of every DU. For instance, if the boundary coincide with a wall, tags are only able

to receive a reduced number of tuples from a DU. In worst case the tag is only able to

receive the half of αbeam, if the tag is exactly situated at a angular boundary. Because
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of the missing values in the group, the calculated best value is computed falsely. More

precisely, in an ideal case, the shift of the best value can be expressed as:

∆ = ±αbeam − (γmax − γmin)

2
(5.15)

The simulation recognises if a value group lies at an angular border of a DU, simply by

checking if a value group starts or ends close (within 3◦) to an angular border. In this case

the range of the group (γmax − γmin) and the shift of the best values (∆) are determined

and added to the calculated best value. If the value group lies at the start boundary of a

DU, ∆ is taken negative, due to clockwise operation. Figure 5.19 illustrates the influence

Figure 5.19: Impact of introduced border shift algorithm

of the border shift. Both images show the average result of 20 simulation runs on the

Standard Set. The right plot originates from test runs without the border shift algorithm,

whereas the left hand side shows the results of test runs with the implemented border

shift algorithm. In order to be able to identify the impacts, αbeam was set to 30◦. Black

areas indicate zones with an error bigger than 1 meter. The benefit of the border shift

algorithm can best be seen from the marked area in the right hand side plot. DU 10 has

an angular border in the direction of 30◦ in this region. The accuracy in the upper part of

the marked area in the simulation with the border shift algorithm increases significantly.

Although the improvement is considerably high, the border areas are still less precise than

the core region of DU 10. This can be explained by the fact, that the algorithm has to

process rawdata, which is corrupted by multipath and incomplete due to hopping.

Furthermore the improvements at the border are noticeable. Overall the mean error

decreased from 81.89 cm to 76.33 cm and in the inner region from 39.42 to 36.63.
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5.5.2 Optimisation of the Near Field Analysis

As described in Section 5.3.4.4, the positioning algorithm includes a near field analysis.

The aim of this analysis is to find the intersection point with the highest rated neigh-

bouring intersection points and discard single outliers. The weights of all neighbouring

intersection points within a certain radius are summed up and compared to each other.

The objective of this experiment was to find empirically the optimal setting for the radius

in the near field analysis.

The experiment setup was based on the Standard Set. The values for the radius were

chosen to r = 0.5m, r = 0.75m, r = 1m, r = 1.5m and r = 2m. From all simulations,

which were repeated 65 times, the average overall error, the average principle error and

the error within the pivoting range of DU 10 were calculated. Before the calculations,

all errors exceeding 1 meter were reduced to a value of 1 meter. Those values were not

included for the calculation of the principle error, in order to be able to make a meaningful

statement for the inner regions (without the border areas). The percentage of area, which

is included in this mean value is quoted in braces. The average error in the pivoting

range of DU 10 was included to evaluate the behaviour of the near field analysis in areas,

which are densely covered. Table 5.4 illustrates some of the results from the experiment.

The presented figures show clearly that a a radius of 0.75m gives the highest accuracy.

avg. error [cm] avg. principle error [cm] avg. error in DU10 [cm]
r = 0.5m 48.7 23.8 (90.3%) 26.4
r = 0.75m 46.9 22.5 (90.5%) 25.9
r = 1m 47.5 23.3 (90.9%) 26.2
r = 1.5m 48.2 25.3 (90.9%) 29.1
r = 2m 49.8 27.4 (91.2%) 31.8

Table 5.4: Comparison of error figures for the near field analysis

Additionally to those figures the plots of the particular error maps emphasise the fact

that a low radius (0.5m) leads to accurate result, with the drawback of a high number

of outliers. A wide radius, on the other hand, increases the overall error, but reduces

outliers. The error map for r = 2m shows a uniformly distributed overall error over the

whole map, whereas a very low error rate and outliers are dominant within the error map

for r = 0.5m. Based on the results of this experiment, all following simulations were

conducted with r = 0.75m.

The value of the radius is suited for scaling the overall system behaviour. Generally, it

can be said, that for areas, which are covered densely by DUs it is preferred to set the

radius to a low value, in order to profit from the high accuracy. For environments with

sparsely covered DUs it is recommended to raise this value in order to avoid outliers. For
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further implementations this value has to be adapted to the particular requirements of

the environment.

5.5.3 Illustrative Example

The described implementation is reconsidered by means of an illustrative example, which

gives a better understanding and a deeper insight into the operation of the positioning

algorithm. The exemplary position was calculated within the Standard Set. The tag was

positioned at the point (38.5, 17) in the right lower quarter. At this position, which usually

shows precise results, uninterrupted signals from four DUs (2,3,5,6) are expected. Figure

Figure 5.20: Example overview

5.20 shows the test room of 50x50 meters and all signals, which successfully receive the

tag. Those are indicated by a full line in light grey colour and are drawn from the position

of the particular DU (represented as +) in the direction of the AoA. The picture gives a

comprehensive overview of the rawdata model, described in the last preceding sections.

The signals from DU 5 in the centre of the room include all phenomena and are suitable to

review the configuration of rawdata. If a DU is in range the tag is usually able to receive

a full group of consecutive tuples with a certain distance, due to hopping. In this example

the full group consists of 7 values, what exactly corresponds to the expected value, given

from 5.11. Due to λhop = 1
2

only each second packet is received. In contrast to DU 5,

the signals from DU 3 are closer together, due to the fact that DU 3 transmits four times
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more often than DU 5. The implemented propagation model incorporates additionally

reflections and scattering. The signal of DU5 was reflected two times (approx. 70◦ and

240◦) within a successive group and scattered four times as single value.

After sorting the incoming rawdata, the positioning algorithm builds logical groups of the

rawdata and estimates a best value. A best value is generated for each group with the

highest number of tuples from the particular DU. Additionally all groups containing 85%

values of the maximum are included into the calculation. The estimated best values are

indicated by full black lines. For DU 5 the group with maximum number of tuples (7) is

the correct received group. The reflected group in the direction of approx. 240◦ consists

of 6 tuples and is therefore also considered for further computation.

The calculation of the best value for the signals of DU 3 results in two best values (indi-

cated by dashed lines), which are within 2 degrees. These values originate from one group,

containing a gap in the sequence of values. To simplify the further processing these values

are unified to one single value (full black line).

Overall, the complex and abundant information from all DUs are filtered and reduced to

few single values. In this case overall 77 tuples are successfully received and only 6 val-

ues chosen to calculate intersection points, which are passed on to the plausibility check.

Single multipath signals, weak signals from DUs, which are out of range and outliers are

discarded in this process.

Figure 5.21: Example detail
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Figure 5.21 shows a detailed close-up of the real position (indicated as ∗) within the

same simulation. After weights are applied to all possible intersection points on the basis

of the plausibility check, the near field analysis calculates the intersection point with the

highest weighted values in the surrounding. The result of the example is shown as a circle

around the winning point. Once more the amount of information is reduced by the means

of plausibility. 15 possible intersection points are in this case cut down to four intersection

point, which lie indeed close to the real position (indicated as ◦). Again single, multi-

path originated outliers are discarded and not considered for further computation, like

the 240◦-multipath group from DU 5. Only intersection points (indicated by +) within

the circle are taken for the calculation of the final position. With the values of those

four positions a weighted average is built, which corresponds to the calculated position.

In this case the algorithm performed above average and calculated a position only 9 cm

away from the real one.

As it can be seen by this example the main purpose of the positioning algorithm is to filter

out valuable information and discard obvious wrong information. Furthermore secondary

information, due to system parameters like antenna beam width or angular speed, is used

as additional aid to ensure precise results.

5.5.4 Impact of different Parameters on the Accuracy

According to Section 5.2, five reference points were chosen to show the accuracy behaviour

in different areas of the Standard Set. In Table 5.5, the mean principle error (in cm) of

1000 cycles is shown with different setups. The plus-sign indicates the use of a memory

capacity of mem = 512 respectively 4kB, which was calculated to be sufficient for storing

the maximum expected number of tuples (according to Equation 5.12).

Setup (50, 37.5)
(

1√
2
, 1√

2

)
(37.5, 37.5) (31.48, 24.15) (18.52, 24.15)

1. ideal 93.03 34.42 11.97 17.67 14.87
2a. normal 183.32 427.02 24.48 24.69 22.25
2b. normal + 169.74 393.42 23.87 23.81 20.79
3a. resolution 130.1 272.15 25.96 20.34 22.87
3b. resolution + 120.41 258.56 17.24 15.68 13.34
4a. spread 223.94 450.45 32.72 32.65 38.63
4b. spread + 234.68 480.43 26.76 23.38 21.15

Table 5.5: Mean error of five reference points
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1 The ideal setup is based on the Standard Set with no multipath effects and an unlim-

ited memory capacity. All further setups in this simulation are also based on the

Standard Set.

2a In the normal setup, the parameters proposed in Chapter 5.4.5 are used, e.g. res =

1/◦. Memory and beam width were set according to the actual hardware specifica-

tion to mem = 128 and αbeam = 15◦. This setup can be seen as the reference setup

for upcoming setups.

2b In normal+ the memory is upgraded to mem = 512.

3a In this setup the normal setup was altered to res = 2/◦.

3b In order to compare the results of the previous setup, this setup additionally introduces

increased memory size (mem = 512).

4a With this setup the impact of an expanded antenna beam (αbeam = 30◦) is investi-

gated.

4b The memory capacity was additionally increased to mem = 512 for comparison to

the previous setup.

In the following paragraphs, the results are analysed. The focus lies at the positions (c),

(d) and (e), because they lie in the important inner area. The other two positions are

used to investigate the accuracy behaviour at the border of the area.

Position (a), (50, 37.5) lies directly at the border of the area and receives only signals

from two DUs. For this reason it provides high errors, as expected. This imprecise

accuracy is firstly based on the fact, that for data from two DUs just one intersection

point is calculated, which increases the error accordingly. Secondly, the signals at

this points are in an obtuse intersection angle towards each other which has an

additional negative impact on the correct calculation of the position. Finally, a

third source of error is given at this point, because at the border at most half of the

possible signals can be received. This means, if a dominant multipath group exists,

it is predictable that the positioning algorithm weights this group more than the

correct ”half-size” group. To reduce this effect, an enhancement of the algorithm

was introduced in section 5.5.1. Even though this point was expected to provide

the most inaccurate positions, it was discovered that point (b) had worse values,

because in position (a) it is very likely to receive additional tuples from DU 8 and

5, which means a considerable increase of the accuracy.
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Position (b)
(

1√
2
, 1√

2

)
lies very close to the left-bottom corner (with a distance of 1

meter) and is consequently in a region where bad results are expected, although it

lies in the range of three DUs. This experiment reveals, that multipath has a crucial

negative impact on the calculation of the position at this point. In Setup 1 it can

be seen that without multipath an acceptable result of 34.42 cm is achieved. On

the other hand, the results for the experiments including multipath signals debase

dramatically. The deterioration due to multipath phenomena is much more serious

than it is for point (a), because in case of (b) it is very unlikely to receive additional

packets from other DUs.

Position (c) (37.5, 37.5) represents a position where exactly four DUs can be received

under constant conditions which results in a very precise accuracy. Even though

two intersection points are calculated with an obtuse intersection angle (DU 5 and 9

respectively 6 and 8 are facing each other) four intersection points can be calculated

whose vectors are ideally perpendicular to each other, which means the most accu-

rate results with the applied mathematical calculations. This circumstances lead to

the best overall result in the ideal setup.

Position (c) also demonstrates the general effects of the different setups. Setup 3a

has in fact good values due to an increased angular resolution of 2/◦. On the other

hand a lot of values are discarded, because a higher resolution also leads to a higher

number of received values, whereas the memory capabilities are limited to 128 tu-

ples, managed in FIFO fashion. The result without necessity to discard tuples can

be seen in Setup 3b with an improvement of approx. 9 cm. Also compared to the

normal setup with a resolution of 1/◦, the effect of increasing the resolution can be

seen with an accuracy-improvement of about 7 cm. Setup 4a results in an increase

of the error of approx. 8 cm compared to the normal set, due to the doubled αbeam.

This setting also generates the doubled number of tuples, which means that higher

memory capacities are required. The results show, that without memory restric-

tions an accuracy decrease of just 2 cm occurs compared to the normal setup, even

though the antenna spread is doubled.

Position (d) (31.48, 24.15) is in range of five DUs (2, 4, 5, 6, 8). The results are mainly

similar to those of point (c). For the ideal setup without multipath, a less accurate

value is gained because the angles between the vectors are not as ideal as they are

for position (c). The main purpose of this position is to build a comparison to point

(e), which lies on position (d) mirrored on the vertical centre line, and for that

reason also lies within the range of DU 10.
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Position (e) (18.52, 24.15) lies consequently in range of six DUs (2, 4, 5, 6, 8, 10). The

results show, that in general the accuracy is better than the comparable point (d)

due to more positioning information. Nevertheless, in the cases of Setup 3a and 4a

a worse accuracy was investigated due to the limited memory capabilities in these

setups. The increase of the error for this case is especially dramatic, because DU 10

has a very low rotation angle with just 60◦. Therefor it passes by six times during

one scanning interval, which is calculated for 360◦, and ”pushes” a lot of relevant

data of other DUs out of the FIFO memory. The investigation of point (d) and (e)

proves the scalability of the system, where the available memory resources still have

to be considered.

After analysing the five reference points, the findings are summarised within the next

paragraphs and proven with additional simulations. These simulations provide complete

error maps representing the mean errors of several simulation passes on the certain point

over the whole area with resolution of 1x1m.

First of all, it can be recognised that the mean error in the ideal setup lays at approx.

15 cm, which can be referred to as the ”systematic error” of the system for an area of

50m x 50m. This error results mainly from reception of inexact angles, but also from

information loss on the air interface.

With multipath introduced, the mean error for the normal setup is increased to the value

of 24.4 cm. The complete error map for mean values of 50 passes within the normal setup

is illustrated in Figure 5.22 and can be seen as the reference map for all upcoming error

maps.

Figure 5.22: Reference error map, normal setup (res=1/◦, αbeam=15)

In general, it was investigated that the positions (c), (d) and (e), which lie far away from

the border areas, have an acceptable accuracy in average. It was predictable that positions
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near the border, like (a) and (b), are very critical for the algorithm, which was proven by

this simulation. It was also revealed that it is desirable to increase the memory on the tag

for certain DU placements or settings providing a high number of tuples. If the memory

is sufficient, it is found that areas within the range of more DUs obtain better results,

which shows that the system is scalable depending on the number and the placements

of DUs. The comparison of the values of positions (a) and (b) respectively (c) and (d)

showed that also the intersection angle between the resulting vectors can play a crucial

part in the accuracy of the results, especially when there are not much other DUs in

range. Obtuse intersection angles therefore should always be considered when planning

the DU placement.

Another outcome of the reference point simulation is that a doubled resolution leads

to about 30% more accurate results, provided sufficient memory. In contrast, doubled

beamwidth of the antenna increases the error just very slightly when ignoring memory

shortcomings. For proving this results, complete error maps with res=2/◦ respectively

αbeam=30 were generated. In Figure 5.23 and 5.24 the mean error maps of 20 passes are

illustrated for mem set to 128 and 512 each.

Figure 5.23: Error maps resolution(res = 2/◦)

These simulation runs reveal that even though the above investigated conclusions are true,

there is a main difference in the border areas of the DUs. Compared with the reference

error map of the normal setup (Figure 5.22), a higher resolution leads just to a slightly

more narrow inaccurate stripe at the borders, whereas a doubled antenna spread doubles

the inaccurate stripe at the borders. An experiment, in which the advantage of res = 2

should compensate for the drawbacks of a doubled αbeam is illustrated in Figure 5.25.

The finding of this experiment revealed that even though the mean error could actually

be decreased to a slightly lower value as for the normal setup, the inaccurate stripe at

the borders could hardly be narrowed. Figures 5.23, 5.24 and 5.25 furthermore evince one
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Figure 5.24: Error maps angular spread (αbeam = 30◦)

Figure 5.25: Error maps, αbeam = 30◦, res = 2/◦

more time the importance of sufficient memory. As it can be seen for all three error maps

with limited memory, the number of outliers increases with any setup providing a higher

number of generated values. This is especially obvious in the left hand image of Figure

5.25, where the range of DU 10 introduces an area with very inaccurate values. Due to

the fact, that the chosen setting produces 4 times more values than the normal setup, this

area is most vulnerable because of the low rotation angle of this DU, as already described

above in the discussion of position (e). These outliers can be eliminated by providing the

necessary memory capabilities at the tag, as proven by the right hand figures.

5.5.5 Scenario Assembling Hall

In the following a scenario is presented that illustrates a possible application for the

positioning system. The scenario is based on ideas from a swedish production site of an

international company. Field of operation is an assembling hall, illustrated by the building
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plan in Figure 5.26. The building is divided into three parts: assembling area, warehouse

and loading zone.

Figure 5.26: Scenario building plan

The assembling area is that part of the building where the production takes place. It

is a 1600 m2 room with different machines and tools. Aside from that, the room is

sparely equipped and only few obstacles can disturb the signals.

The warehouse is the storage area of the building with also 1600 m2 space. Differ-

ent kinds of racks and containers are placed here as well as heavy machinery for

arranging the goods.

The loading zone has an area of 200 m2 and serves as station for loading goods. At

five gates trucks can dock and pick up palettes. The retention period of the goods

is short and the throughput high resulting in a fast changing environment.

RFID-Tags are already attached before goods come to the assembling area. After leaving

the assembling area the parts are stored in the warehouse. Last station is the loading

zone which serves as terminal for the goods where trucks can load wares. A retail shop

next to the hall uses software that is able to connect to the tag and read out positioning

information. Also the truck driver is using this software to look up the gate number on

which the desired product is delivered.
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Based on the diverse demands of the different sections of the building a different accurate

position is desired. In the assembling area it is sufficient to gain rough localisation in

order to obtain proximity to different work benches. In the warehouse higher accurate

positions are required for an effective goods retrieval. The loading zone needs a high

accuracy, because of the short retention period, the high throughput and the fact that

the gates lie close to each other. As a result of these thoughts, 21 beacons are placed as

illustrated in Figure 5.27.

The system requirements do not comprise real-time tracking. Therefore every 30 minutes a

snapshot of the stock is taken and stored in a database from where the position information

can be read. The highest occurring pivoting range within this setup (maxrot) is 180◦, which

leads to a scanning interval tscan of 2.79s. Concerning the battery lifetime, theoretically

1560 positioning procedures respectively 32 days operating time are possible within this

scenario.

Figure 5.27: Scenario beacon placement

Due to the fact that in the assembling area mainly work benches with small machinery

are situated, scattering effects are more dominant than reflexions. Position information

in this room is not of big relevance, it is enough to determine proximity to one of the

work benches with tolerable errors of up to 2m. Therefore a DU placement consisting of

a few DUs with a high output power is chosen. DUs 1-4 have a nominal range of 40m,

which results in a coverage of nearly the whole room. Additionally, two DUs (5, 6) with a
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nominal range of 20m are added to support a better coverage of the main area. As it was

calculated during the simulation run for Figure 5.28, the resulting mean accuracy lies at

77 cm, without including the error prone border area.

The warehouse comprises basically 11 DUs (7-17). Neighbouring DUs like three DUs

from the loading zone (18, 20, 21) and two from the assembling hall (3, 4) are also

partly sending out signals to the warehouse area. Because of the dense arrangement of

palettes and containers a high number of metal surfaces causes a very high probability for

occurence of reflections. Nevertheless, the accuracy of the warehouse lies in average below

55.1 cm for the inner area, whereas for regions with higher coverage, an increasing accuracy

can be recognised. The accuracy in this section shows that a proper DU placement can

compensate for the shortcomings of an error prone environment.

The loading zone, where a high accuracy is desirable, is covered by six DUs (11, 16, 17,

18, 19, 20). Because of the low density of objects combined with the advantage of having

no solid westbound wall this area is very unlikely for occurance of dominant multipath

phenomena. This circumstances results in a mean accuracy of 20,6 cm.

Figure 5.28: Scenario error map

This fictious scenario illustrates the capabilities of the proposed positioning solution.

By varying DU placement and transmission range it is possible to adapt to different

environments and needs. The solution for the assembling hall is able to provide seamless

localisation with respect to particular requirements.
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5.5.6 Accuracy Rating

A possibility to verify the correctness of a position algorithm is to compare an accuracy

map with the corresponding error map. An accuracy map is generated by adding the

weights of the intersection points within the near field to an accuracy value. This calcula-

tion is carried out for any position of the error map. In ideal case, the error should be low

where the accuracy value is high and vice versa. Figure 5.29 shows the resulting accuracy

map compared with the error map of the above described scenario. Darker colours indi-

cate higher accuracy respectively lower errors, whereas bright colours mean low accuracy

respectively high position deviation.

Figure 5.29: Comparison between accuracy and error map

As it can be seen, particularly the border areas of the warehouse evince very similar

patterns. A closer look reveals a high similarity especially in the assembling area, where
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low accuracy leads to high errors, due to the placement of the DUs. Also the scalability

of the system is proven again when comparing the loading zone on the far left side of the

building. Here, a dense DU placement gives very high accuracy values, whose plausibility

is manifested by very accurate results in this area.

The high conformity of the patterns not only verifies the position algorithm, but also gives

the possibility to assign a quality level to the corresponding position. Such a rating is a

very desirable additional feature, because in most setups a lot of different accurate areas

occur. An accuracy rating could compensate for this shortcoming and give a reasonable

recommendation about the quality of the resulting position. For a general predication

which is valid for all setups, these accuracy values have to be normalised, which is not the

case for the current implementation. An enhancement of this accuracy rating therefore is

a suggested improvement, which was not carried out within this project work.
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6 Conclusion

RFID is an emerging technology for the retail industry with a potential that is not fully

utilised. Nowadays the focus lies on the integration of passive tags into the supply chain

(e.g. EPC for globally identification of goods). Active tags offer, in contrast to passive

devices, various options for new application fields due to higher memory and processing

capabilities.

RFID systems gain a benefit by providing indoor position capabilities as part of the supply

chain management. According to actual studies the majority of positioning systems are

based on direct or indirect distance measurements by RSSI, ToA and AoA. Based on

sophisticated indoor propagation models, RSSI can provide precise results by measuring

the signal strength. The known velocity of propagation of certain carrier waves leads

to highly accurate results for ToA-systems. Due to stringent hardware conditions both

proposed concepts were not suitable for integrating positioning capabilities into the RFID

system. Therefore an AoA concept was chosen for implementation in order to obtain

directional information. Based on this information the position is calculated by applying

methods of triangulation.

The main extensions of the designed system are directional units, covering the whole target

area. These DUs rotate like beacons and send out AoA information within their pivoting

range. The reception of signals from all DUs is guaranteed by fast frequency hopping on

the tag. AoA data is temporarily stored in the tag’s memory and periodically transmitted

to readers, which are existing standard components. The information is redirected to a

backend system, where the data is interpreted by a positioning algorithm. Finally, the

algorithm computes position via a weighted mean value. The weights are assigned to

resulting intersection points based on different plausibility considerations.

Based on this concept simulations were conducted to verify the approach. The system

was implemented with the use of Matlab Script and different toolboxes. The first part

of the simulation takes care of the generation of rawdata considering propagation errors,

multipath effects and fast frequency hopping. The simulated rawdata build the interface

to the implementation of the positioning algorithm.

The simulation framework was used to optimise system parameters within the communica-

tion protocol. The simulations gave a deep insight to the behaviour of certain parameters

and resulted in recommendations for future implementations.

Furthermore, the positioning algorithm was tested taking into account the above gained

results. After comprehensive simulations the impact of different parameters on the ac-

curacy was analysed. For demonstration reasons an experimental setup was developed
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based on a fictive scenario. The positioning algorithm had to prove its performance and

scalability in a warehouse environment. Areas with high density of DUs show an accuracy

of 20.6 cm for 90%. The precision decreases continually for regions covered with less DUs.

Six DUs are necessary to cover a room of 1600m2 with an average error less than 1 meter,

which is still sufficient for proximity localisation. Multipath effects, which are usually

dominant in an indoor environment, had a crucial impact on the accuracy.

Concluding it can be said, that the objective of the project could be satisfactorily fulfilled.

It could be shown, that the developed system is capable of providing position informa-

tion in an indoor NLOS environment using existing components and additional low-cost

devices. The resulting average accuracy of up to 20 cm is a promising argument for a

future experimental setup.
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The aim of the project was to prove the principal feasibility of a positioning system for

RFID tags. During the conceptual phase a lot of ideas and enhancements had to be

neglected, which could not be considered for this work. The most relevant ideas and

further extensions to this project are proposed in the following chapter.

In order to verify the promising results of the simulations in the use case, the proposed

concepts have to be realised. The results of a experimental setup should then be used

for improving and adapting the simulation. Especially the effects and the amount of

multipath propagation have to be tested in an experimental setup. Until now these

values are only based on theoretical considerations.

The actual simulation program and the parameters are spread on several files. All values

have to be set hard coded into the files. The development of a graphical user interface

would enhance this shortcoming. Analysing the effect of different parameters, sketching

the target area and placing DUs would become much more intuitively.

The design of an antenna for the DUs leaves a lot room for improvement. The system

would benefit from an narrow main lobe, especially for the angular border regions. For

the actual system is very simple servo motors are intended for the rotatable platform on

which the antenna is mounted. Electrical steerable motors would improve the accuracy

and stability of the movement.

As future advancement it would be possible to introduce an algorithm for semi-automatic

coordinate discovery based on the ideas discussed in [20],[21]. This would simplify the

installation process, because the exact position of a DU would be discovered automatically.

The placement therefore becomes more flexible and can more easily be adjusted to the

current needs.

All information sent on the air interface is timestamped. This information can be used for

analysing the actuality of the received data. Furthermore timestamp information can be

included into the plausibility check. The current version of the positioning algorithm does

not take into account any time information. This would be an enhancement for future

implementations.

The calculation time of the algorithm is critical for the whole communication process to

meet real time requirements. Matlab Script was chosen for the actual implementation,

because Matlab offers various possibilities for simulation purposes. This advantage turns

into a drawback, when it comes to performance issues (e.g. the simulation of the Standard

Set takes 35 minutes). An implementation in an advanced programming language would

lead to an increased performance and would make simulations much faster.
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The actual system was only implemented for 2D operation. Based on this concept an

extension to 3D positioning can be made by introducing vertical DUs, which provide

information about elevation. Because this would mean an increased number of necessary

DUs, parts of the concept have to be updated. One option would be to distribute the

vertical DUs in an SDMA manner and adapt the communication protocol to be able to

distinguish between vertical and horizontal beacons.
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Symbols

αbeam beam width of a antenna on a DU
β intersection angle between two vectors
cycle number of passes for one simulation
∆ shift of the best value on border areas
∆Pos position error for a shift of 1◦

dist distance between DU and tag
FL floor loss
γ actual AoA received by a tag
γmax maximum AoA within a group
γmin minimum AoA within a group
γgroup average AoA, representing a group
γreal true angle between DU and tag
groupTol tolerance value for rowmax for best value finding
λhop rate of successfully received packets
lref mean number of repetitions for one reflection
maxdata maximum amount of received data from a certain DU
maxrot maximum occurring rotation of a DU
mem available memory size on a tag in number of tuples
µDU expected peak value of received tuples for one cycle for one DU
µrec expected total peak value of received tuples
nrchannels number of DUs respectively channels in the current setup
nrnorm number of received packets per maxrot degrees and values
nrrec number of receivable DUs
nrrep number of signal repetitions per unit of a DU
nrtup amount of received tuples per value group
ω angular velocity of a DU
PL propagation path loss
Pr received power at the tag
Pt output power of an antenna
pscatter probability of occurrence of scattering
pref probability of occurrence of reflections
res angular resolution of DUs
rowmax maximum occurring number of received tuples per value group
rotDU rotation of an antenna within its range
tdx time between successive data exchanges with a reader
thop time for listening on one channel
tmax maximum rotation time for one DU
tpacket time for sending one packet on a DU in ms
tpos time between successive scans
tscan total time for listening on the channels
w weight for an intersection point
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Abbreviation

A ACK Acknowledgment
AIM Automatic Identification Industry
AWGN Additive White Gaussian Noise
AoA Angle of Arrival

B BER Bit Error Rate

C CRC Cyclic Redundancy Check

D DU Directional Unit
DU-ID Directional Unit Identifier

E EIRP Effective Isotropic Radiated Power

F FDMA Frequency Division Multiple Access
FIFO First in, First out

G GFSK Gaussian Frequency Shift Keying
GPS Global Positioning System

I IC Integrated Circuit
IQR Inter Quartile Range
ISM Industrial, Scientific, Medical
ITU International Telecommunication Union

M ML Maximum Likelihood

R RFID Radio Frequency Identification
RSSI Received Signal Strength Indicator

S SNR Signal to Noise Ratio

T TDMA Time Division Multiple Access
TDoA Time Difference of Arrival
ToA Time of Arrival

U UHF Ultra High Frequency

W WLAN Wireless Local Area Network
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